A Thesis for the Degree of Ph.D. in Engineering

Reconfigurable hardware slice network
architecture for service transport and
data center network

March 2023

Graduate School of Science and Technology
Keio University

Masaki MURAKAMI



B 5
&)

W X = F No.1

A o & 5 | K 4 Rk IR

+ w3 E 4

Reconfigurable hardware slice network architecture for service transport and
data center network (VM —EF A RNT LU AR— Ry NU—T T —HE o X —F% v |
U— 7 AT e SR ATREN— RV =2 T AT ARy VU= T =% 7 7 F )

(NEDEE)

Beyond 5G K TlE4 £ TUL RICEZ AR —E 2R ZNENOEMIZ)S Uz iE O %
v NU—=J ZFRTDHZEDEESND, 1ERIFTTZ Yy ON—F—D— R =7 2%
BEICT D2 & T, Y —EREZINAEL TV, UL, FEREREORASCY —E
AHEHOR Y NV =7 2 ZNEEE LTZGAICE W TIERH =2 A MPRMEE o7,
2T, BAITEMBRAIRENN— Ry =T 2Ry NU—ZIZEVERL, x>y hU—72
AT A A&KESET H VPON (Virtual Packet Optical Node) D3FEH A HIF L T\ 5,
VPON [TV V—RA 7 — )L L TIRFLTWA N— R =7 2% —E X (ZHIY 4T, Fff:
(U ToN— R = 7 OBREZ PSRN 5, ED72, /~— R = 71— B R T BERED
KT 272, U =2 ZRILKFHTE, 612, Fl—oyixy hNU—27 ET/—FR
U =TI SRRy NU— 2 T AT, B2 A N ORYE B TE 5,
VPON BT 7= i & U TR TRE y— R = 7 AT A A EHET 572007 —F
T F ¥ ORI S5, —ERIGE LT ~y— RU = 7 ERZ RS H7-0I121E, YEROALE -
sN— R = 7 VERE - RO — B R LR AT T D M EN B D, F TS TIE, VPON
IZHRA L=y M2, 2D 2385 ATRE7 e T N L A & 4541 L 7= SRv6 (Segment Routing IPv6)
~y B EfE L, Xy RU—7 N T — B RIE RS B EEIIRIET 2 42554 5,
B2, P—ERELROR y BT — 7RIS U T TS A DTGP Z TS 2% T2 LA A
T LAY XL HANCHEREfR 2S5 5 AP RS A LB AR T 5,
T2, R ATREN— R =27 2T 4 ZADIEMILZ DCN (Data Center Network)(Z # i
I b, Fxlx OCS (Optical Circuit Switching) 2 7 1 A, OSS (Optical Slot
Switching) 2 7 1 A, EPS (Electrical Packet Switching) A 7 A A LA S L DA E
J1DCN ZHZEZ L TW5D, OSSR OCS 1ZAA v TF L THEEIIN N T v v 7 &KL
LW, @WEENREZSDT2DI1I3 7 12—V XM U Tl 2 2
TARNET 20885, 1RO 70— FETIIFEORRFFICADLE T 7 r—5
MERETDHE, N T v ZEEREIL LTSRS, WU AT A RAZNETE 7207
2 — 3N D MENAE LT, £ 2T, KL ClEmWE BN R EZ MR T 5729012,
Tu—0k N7ty 7 OBBZRRGUIIG U CHRET 2 FEZRET 5,

A XTI FO X 91T S5, & 1 E Tl Beyond 5G R D ¥ — B R (Zfiliin7e
WD, KimsL o B %ML T 5, 5 2 8 CTIXVPON O =2 &7 &R~ BENE %
BT 5, HIETIIHMEKAITREN— RV 2T AT RAEWEST LT —X T 7 F ¥ L&
RFETFIEOREEIT O, ETIEICEY 1000 LLEOR T A 2% U T2 A KZiHE
AETHLZ 2T Iab—raryTrY, B, #ET—F7 7 F v IZit~> T VPON
7a NEA T VAT NEEGE L, BB A RAET 5, F 4 FE CIIEMER A TREN— R
VT ATA U T ENAEES DCN ICEA L. 7 o —FOZ RIS Al REZ R 7 1
—OHETFEORELE VI a2 L—va URERERT, &EIC, B EICBWTIAT —F7
7 F X INIREROLER S — X LR TH DL Z L 2fimme LT 5,




% 6

(3) Keio University
Thesis Abstract
No. 1
Registration v “KOU” o“0OTSU”
Name Masaki Murakami
Number No. *Office use only
Thesis Title

Reconfigurable hardware slice network architecture for service transport and data center network

Thesis Summary

In the Beyond 5G era, it is expected that various service will require network quality to satisfy their
individual requirements. In conventional approach, various services were accommodated using
multifunctional edge routers. However, the limitations of semiconductor performance and the capital
expenditure (CAPEX) of constructing dedicated networks became an issue.

Therefore, we aim to realize a virtual packet optical node (VPON) in which reconfigurable hardware is
connected in optical network and network slices are provided. VPON allocates hardware to services and
reconfigures its functions according to their requirement. Thus, the hardware provides only the functions
required for the service, enabling efficient use of resources. Furthermore, VPON solves CAPEX issue
because logical network slices separated by hardware are constructed on the same physical network.
One of the main challenges for VPON realization is considering the architecture for constructing
reconfigurable hardware slices. In order to allocate hardware resources to suitable services, it is
necessary to identify the physical location, hardware performance, services, and functions. Thus, this
paper proposes a method to autonomously provide functions necessary for services in the network by
adding a segment routing IPv6 (SRv6) header containing addresses that can identify the entries to
packets entering the VPON. Moreover, we propose a resource arbitration method that introduces a
biological method to get a quasi-optimal solution based on a biological control algorithm. The method
enables arbitrating resources in real time according to service requests and network conditions.
Reconfigurable hardware slices are also expected to be introduced in data center networks (DCNs). We
have proposed an energy efficient DCN consisting of an optical circuit switching (OCS) slice, an optical
slot switching (OSS) slice, and an electrical packet switching (EPS) slice. In OSS and OCS, since
switching power consumption does not depend on the amount of traffic, the flows should be
accommodated in appropriate slices according to their flow sizes and durations to get a high
power-saving effect. In conventional flow classification methods, when flow classification is adjusted for
a specific time period, the number of flows that cannot be accommodated in the appropriate slice
increases when traffic characteristics change. Thus, this paper proposes a method to adjust flow
classification according to dynamic traffic conditions in order to maintain a high power-saving effect.
This dissertation is organized as follows. Chapter 1 clarifies the purpose touching on the services
envisioned in the Beyond 5G era. Chapter 2 provides describes VPON concept and related works. In
Chapter 3, a resource arbitration method is proposed, and experimental results with a VPON prototype
are presented. In Chapter 4, reconfigurable hardware slicing technology is applied to the energy efficient
DCN, and a flow classification method that can cope with changes in flow characteristics is proposed.

Finally, Chapter 5 concludes that this architecture can provide various next-generation services.




